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Abstract 
An example of the use of the Durbin-Watson d statistic to 
test for positive and negative serial correlation is presented. It 
is found that the diffractometer data tested do not suffer from 
serial correlation. 

One of the basic assumptions of the ordinary least-squares 
model is that the error or disturbance terms contained within 
certain successive experimentally determined values are 
independent, i.e. they are uncorrelated with each other. 
Statistically, one says there is serial independence of 
disturbance or error terms. 

It can be shown (this is proved in the Appendix) that even 
when the assumption of serial independence is not true, the 
results of applying the ordinary least-squares method to data 
still give unbiased estimates of the parameters, but that the 
variances of these estimates are liable to serious error. 
Because of this, it is of some importance to establish the 
presence or absence of serial correlation between dis- 
turbance terms and this is most easily done with the 
Durbin-Watson (D-W) d statistic (Durbin & Watson, 1950, 
1951). This statistic is widely used in econometrics and it is 
common practice when publishing econometric work to 
quote the relevant D - W  figure. 

We have recently been treating a set of intensity data of 
very high quality and in the course of the analysis it seemed 
desirable either to establish the absence of serial correlation 
or to correct for it in some suitable manner. In this note we 
present the necessary details of the calculation. 

The intensity data were measured on a sphere of Mg2Si 
[radius 63(1) lam,/t(Ag Ka) = 0.479 mm -1) out to sin 0/2 = 
1.64 A -a with Ag Ka radiation reflected from a graphite 
monochromator. A Philips P W l l 0 0  four-circle diffractom- 
eter was used in the background-peak-background mode 
with an os--20 scan. Three reference reflections were 
measured at regular intervals (~100 min) and these 
observations were used to correct the other measurements 
for any long-term drift in the output of the X-ray tube (a 
maximum drift of 1.5% was observed). The 5320 intensity 
measurements were corrected for Lorentz, polarization and 
absorption factors and converted to I FI values. These were 
used in a least-squares refinement of nine parameters: one 
scale factor, two isotropic temperature factors and six 
anisotropic extinction parameters of type 1 with a Lorentzian 
distribution (Becker & Coppens, 1974, 1975). A weighting 
scheme 1/a~o was used. The following values of certain 
statistical parameters were obtained; goodness of fit = 1.38, 
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A F =  IFol--IFcl , w =  1/02o, 

R ( F ) =  Y. IAFIlY IFol = 2.4%, 

Rw(F) = (~, wAF21~, WF2o) '/2 = 1.5%, 

g(1) = Y ~Io- Ic~/Y Io = 1 . 8 % .  

These calculations were carried out with the XRAY system 
(1976). 

The D - W  d statistic is calculated from 

" 2/t ~ d= Z (AFt -AFt_ , )  zlFI, 
1=2 1 

where N is the number of observations. This value is used in 
their statistical test based on the null hypothesis that there is 
no serial correlation between terms, viz. that the disturbance 
terms are independent of each other. Durbin & Watson's 
(1951) tables of values only extend to 100 observations and 
five least-squares parameters or 'explanatory variables'. Theil 
& Nagar (1961) show, however, that when N > 100, d has 
an approximately normal distribution. In these circumstances 
the value of d may be tested against significance points (Theil 
& Nagar, 1961) calculated with the formula 

N - - 1  p ) 

Q = 2  N - M  v / N + 2  ' 

where M is the number of least-squares parameters estimated 
and p are the ordinates for the one-tailed cumulative normal 
distribution at the significance level required: for 0.1%, p = 
3.0902; for 1%, p = 2-32635 and for 5%, p = 1.64485. The 
D - W  test is based on a linear least-squares model. In the 
present case, the model is non-linear but has been linearized 
by use of a first-order Taylor expansion. For this reason, it is 
as well to be very conservative in applying the test by 
choosing a significance level of 0.1%. In the test for positivet 
serial correlation, if d > Q the null hypothesis cannot be 
rejected at the chosen significance level (i.e. d > Q, there is 
no positive serial correlation), whereas if d < Q the null 
hypothesis is rejected in favour of an alternative hypothesis 
(d < Q, there is evidence at the chosen level of significance 
that there is positive serial correlation). Durbin & Watson 
(1950) show that to test for negative serial correlation d is 
replaced by 4 - d in the above test (i.e. 4 - d > Q, there is no 
negative serial correlation). 

"1" In positive serial correlation, successive values of the residuals 
AF t tend to have the same sign. In negative serial correlation, the 
tendency is for opposite signs to occur. 
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For our intensity data with N = 5320, M = 9 we find d = 
1-997, 4 - d = 2.003 and the percentage point 0.1%: Q = 
1-918, 1%: Q = 1.939, 5%: Q = 1.958. Thus we cannot 
reject the null hypothesis of serial independence, viz. we lind 
no evidence of serial correlation in our data set. 

In conclusion it would seem desirable to incorporate the 
test for serial correlation into crystallographic least-squares 
programs as a means of detecting unsuspected errors in 
the data set. In the main, these could either be associated 
with the treatment of the reference reflections or be due to 
any long-term instability in the measuring apparatus or 
crystal. 

APPENDIX 

Proof of statement that even where there is serial correlation 
the ordinary least-squares method gives unbiased estimates 

of the parameters 

Consider the simple linear relationship 

Yt = ct + ~ X  t + Vt  , (A1) 

where a and fl are parameters and U t is a disturbance or error 
term. It is assumed for simplicity that U t follows a first-order 
Markov auto-regressive scheme, i.e. 

Ut = PUt_ 1 + e t 

where Ipl < 1 and e t is an individual error disturbance term 
with the expectations that 

E (et)  = 0 

E ( e t ' e t + s ) = ° 2 e w h e n s : : )  f ° r a l l t ' =  0 when s 

Then 

Ut= p(U,_I) + et 

= p(PUt_ 2 + et_ 1) + e t 

= p2(PUt_ 3 + et_ 2) + Pet_ t + e t 

= p3(PUt_ 4 + et_ 3) + p2et_ 2 + Pet_ 1 + e t 

= p4(pUt_ 5 + et_ 4) + p a e t _  3 + P2et_ 2 + Pet_ 1 + e t 

and so on in this iterative manner. 

U t = e t + Pet_ 1 + p2e t_  2 + P3et_ 3 + . . .  + pre t_  4 + . . .  

or 

U t =  ~ p r e t _ r .  
r=0 

Since 

it follows that 

E(et) = 0 (assumed above), 

E(Ut) = E Pr et_ r = O. 

Taking expectations of (A 1), then 

E ( Y t ) =  E(a  + f iX  t + Vt), 

E(Yt)  = E(a) + E(f lXt)  + E(Ut)  

or 

E ( Y , )  = a + Pax + o, 

i.e. we still get unbiased estimates of the parameters even 
when U t follows an auto-regressive scheme. 
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In Agarwal [Acta Cryst. (1978), A34, 791-809], equation 
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